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The variation in the acoustic condition of a room presents a major hurdle in the performance
robustness of sound event classification. Room impulse response characterizes the way in
which a sound wave is propagated from source to receiver and the overall perceptual quality
and intelligibility of the recorded sound. This study presents the Room Acoustic Adversarial
Neural Network (RAANN) method that can make sound event classification more robust to
changes in acoustic condition by exploiting knowledge regarding the room acoustics during
learning. With RAANN, the weighted F1 score for the classification task improved by 1.54
percentage points, and the standard deviation in performance dropped from 1.74 percentage
points to 1.07 percentage points for acoustic conditions that were harder than those seen during
the learning phase. The Clarity Index over the first 25 ms emerged as a good metric for the

acoustic estimation in the RAANN training.

0 INTRODUCTION

With the progress in data acquisition and storage tech-
nologies as well as the data analysis techniques in machine
learning, continuous monitoring of surroundings using a
wide array of sensors has flourished in the recent years.
Microphones, the sensors behind audio capture, deliver rich
data that has ample perspective to derive insightful informa-
tion of the environment being monitored. Furthermore, they
exhibit interesting properties. Next to being contactless and
relatively cheap, they also do not need a direct line of sight.
This enables the entire surroundings to be monitored with
a single sensor [1]. Sound event classification (SEC) refers
to the task of automatically categorizing the active sound
events into defined semantic classes in an audio recording
[2]. SEC algorithms are of extreme importance to derive
meaningful insights from the captured sound.

SEC is applied to a variety of use cases including moni-
toring urban scene [3], wildlife [4], domestic sound [5, 6],
machine health [7, 8], conversational human-technology
interfaces [9], and animal health [1]. Even though the fun-

*To whom correspondence should be addressed, email: sreeni-
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damental task of SEC remains the same, the challenges
[10] differ from application to application. Certain cases
using portable sound sensors, for instance, mobile phones,
have near-field recordings that provide a better SNR, but
the variations in the background noise characteristics are
also higher. Applications in group monitoring systems like
animal health have far-field recordings [1] where the SNR
is generally low. Sound monitoring in tunnel-like condi-
tions have effects of high reverberation, reducing the clarity
of the events and often distorting it heavily. The presence
of background noise and interference creates ambiguity in
the prediction of output event class and present a poten-
tial threat in urban scene monitoring [3] and environmental
sound classification [11] tasks. Background noise condi-
tions and variations in room acoustical conditions can be
broadly termed as the two major causes of performance
degradation in SEC systems.

Methods to improve the noise robustness in SEC [12,
13] and automatic speech recognition systems [14—16]
has been widely studied and proven to be very effec-
tive in boosting the performance. Most past research has
aimed to enhance robustness to reverberation through signal
processing—based solutions such as dereverberation, source
separation, and beamforming.
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In this work, the focus is on improving the robustness
of the sound event classifier to variations in room acoustic
conditions. The nature of the room implies the way in which
sound waves propagate from their source to the receiver. It
impacts the perceptual quality of the recorded sound. The
variations in the acoustic condition of a room present a
major hurdle in the performance robustness of the sound
event classifier [17].

Data augmentation by introducing reverberation on the
audio significantly reduced the word error rate [18] and
improved classification robustness of audio events [19].
In [20], convolution of the audio with a set of room im-
pulse responses (RIRs), containing both real-world and
simulated RIRs, effectively improved the equal error rate
in the case of a speaker identification task. In [21], data
augmentation using generative adversarial networks for ro-
bust speech recognition was employed to obtain a boost
in performance. The study in [22] shows significant gains
in speaker recognition performance, when the RIR-based
data augmentation was used in training an auto-encoder
for signal enhancement and a speaker recognition model.
Although the RIR-based data augmentation improved the
robustness across conditions, the knowledge of the underly-
ing acoustic condition that generates the augmented dataset
is not utilized.

Humans have the ability to discern sound fea-
tures/artefacts that are linked to the environment and those
that characterize a specific sound event. Their brains have
evolved to analyze these subtle acoustic nuances, enabling
them to compensate for it and, in turn, effectively under-
stand the sound [23, 24]. This work aims to help the learn-
ing mechanism to let deep neural networks also have such
performance, by using a training strategy similar to Do-
main Adversarial Neural Network (DANN) [25]. Unlike
the DANN scheme, the proposed method aims to achieve
model robustness using only the available training data and
does not depend on the data from the new, unseen environ-
ments. Hence, the proposed approach is not to be consid-
ered as a transfer learning scheme but a method that targets
feature robustness across changing acoustic conditions.

Instead of a binary classifier (source/target domain
classes) in a regular DANN scheme, the authors propose
to use a regression model that exploits the inherent struc-
ture in room acoustic metrics to derive room acoustic ag-
nostic (internal) features. For instance, in situations with
increased reverberation, sound events will be stretched out
more and can be repeated in case of short impulsive events.
A regression model might capture such structure, while a
classifier scheme with classes that are encoded with ad hoc
numbers might not. If such structure in the data, which is
linked to the acoustic condition, is picked up by the regres-
sion model, it might also be more effectively removed from
the features (while retaining the SEC accuracy).

There exist a set of “easy” metrics that quantify the effect
of a room acoustic condition on a sound event. Preferably,
such metrics quantify changes that have an impact on the
classifier performance. When the performance for a given
baseline classifier is correlated with the room acoustic met-
rics, this could mean that they indeed indicate significant,
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for classification, changes in the sound that are related to
the environment, which makes it harder for the classifier
to have good performance [26]. Of course, some changes
caused by RIR filtering might distort the sound events too
much such that sound classification performance is severely
reduced [27] and might even be difficult for humans to clas-
sify.

In this study, the authors compare and evaluate the room
acoustic metrics to quantify the complexity of the clas-
sification task across acoustical conditions. Furthermore,
they present the Room Acoustic Adversarial Neural Net-
work (RAANN) method that exploits knowledge regarding
the RIRs applied to the input for enhanced robustness to
changes in room acoustic conditions. The remainder of the
paper is organized as follows. SEC. 1 describes the meth-
ods, including the metrics to describe the room acoustic
conditions and the deep learning (DL) model architecture.
The experimental dataset and results are discussed in SEC.
2. The conclusions are given in SEC. 3.

1 METHODS

1.1 Room Acoustic Metrics

RIRs characterize the way sound gets propagated from
the source to the receiver and indicates the overall percep-
tual quality and intelligibility of the recorded sound. The
property of the room recording conditions, like dimensions,
building materials, distance of the source from the receiver,
presence of obstacles, and reflecting surfaces, play a vital
role in shaping the nature of the RIR. The RIR of a room
can be measured and used to derive insightful metrics, in-
cluding Reverberation Time (RT60), Direct-to-Reverb Ra-
tio (DRR), and Clarity Index (CI) [28], that quantify the
impact of room acoustic conditions on the original sound.
For this study, the popular DRR, RT60, and CI metrics were
selected because they broadly indicate the properties of the
RIR [26].

1.1.1 RT60

Reverberation, commonly referred to as reverb in the
field of audio engineering, is the persistent presence of
sound after its initial production. Reverb occurs when a
sound or signal is reflected, resulting in multiple reflections
accumulating and gradually diminishing as the sound is ab-
sorbed by various surfaces within the space. These surfaces
can include objects like furniture, people, and the air itself.
The most noticeable aspect of reverberation is when the
sound source ceases, yet the reflections persist, gradually
decreasing in amplitude until they fade away entirely. Re-
verberation can cause distortion in the audio signal, making
it harder to distinguish between different events or sounds.
This distortion can mask important features of the audio
signal, making it more challenging for classification algo-
rithms to accurately identify the audio events. Fig. 3 shows
an example of an audio event where the spectrogram of the
filtered version of the audio event is smeared out (blurred)
and destroys the intricate information present in the spec-
trogram.
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RT [29], often denoted as RT60, is a metric used to
quantify the duration it takes for sound to decay within
an enclosed area after the sound source has ceased. RT60
is specifically defined as the time it takes for the sound
pressure level to decrease by 60 dB, measured immediately
following the abrupt termination of the test signal. RT60
is commonly expressed as a single value when measured
using a wide band signal covering the frequency range of
20 Hz to 20 kHz. However, since it varies with frequency, a
more accurate description can be provided in terms of fre-
quency bands (e.g., 1 octave, 1/3 octave, 1/6 octave, etc.).
This metric is typically presented as a time measurement in
seconds, signifying the time required for the signal to di-
minish by 60 dB from its original level. Measuring a 60-dB
decay can be challenging, especially at lower frequencies
due to the influence of ambient noise.

To simplify the measurement, it is often acceptable to
measure a 20-dB drop and then multiply the time by three or
measure a 30-dB drop and multiply the time by two, under
the assumption of a linear decay. In this work, the point of
the 30-dB drop in the energy decay curve was measured,
and the corresponding time was doubled to obtain the RT60
value [30].

1.1.2 Direct-to-Reverb Ratio

The DRR is a property of the room that quantifies the
balance between the initial direct sound arriving from a
sound source to a listener’s ears and the subsequent rever-
berant sound in an acoustic environment. This ratio plays
a crucial role in determining the perceived clarity and in-
telligibility of sound within a room. A high DRR indicates
that the direct sound dominates, offering clear and dis-
tinct auditory information, which is essential for tasks like
speech communication or music perception. Conversely, a
low DRR signifies that the reverberant sound significantly
contributes to the acoustic environment, potentially leading
to reduced speech intelligibility.

The DRR can be calculated from the RIR and is typically
calculated using the following mathematical formula,

Py
DRR = 10log;y | — |, @))]
P,
where the DRR is expressed in decibels, P, is the power
of the direct sound component, and P, is the power of the
reverberant sound component.

1.1.3 Clarity Index

The CI [31] is a property of the room and is a crucial
metric for gauging the perceptual lucidity and comprehen-
sibility of sound in an acoustic setting. It assumes a pivotal
role in evaluating the efficacy of audio playback systems,
especially in venues like concert halls, lecture halls, and
auditoriums, where clear and easily understood communi-
cation is imperative. The CI considers various elements, in-
cluding the initial direct sound, early reflections, and subse-
quent reverberation in the room, offering valuable insights
into the degree to which speech or music can be grasped
by the audience. A higher CI value denotes superior speech
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intelligibility and an enriched auditory experience, while
a lower value implies diminished clarity and the potential
for difficulties in comprehending spoken words or musi-
cal intricacies. As a result, the CI proves indispensable in
both the planning and assessment of acoustic environments,
contributing to the optimization of room acoustics across
a spectrum of applications and ensuring that the intended
auditory content is conveyed with the desired clarity and
faithfulness.
Formula for calculating the CI is as follows,

()
CI =10logiy | — ) » 2)
L,
where L, is the level of the direct sound arriving at the
listener’s ears in the first 7’ms and L is the level of the late
sound or the sound that arrives after a certain time delay
(typically around T ms) due to reflections and reverberation
in the room. In automatic speech recognition systems, the
CI metric, with T as 50 ms (C50), was the room acoustics
representation that correlated most strongly with speech
recognition performance [32]. However, the optimal choice
of T could depend on the use case.

1.2 Room Acoustic Adversarial Neural Network

Conventionally trained models have poor scaling when
trained on a dataset with a certain set of acoustical condi-
tions and tested on the dataset with distributional shift (e.g.,
caused by a change in acoustic conditions). To achieve the
goal of acoustic condition invariant classifier, the authors
introduce the RAANN training scheme, which infuses the
knowledge of underlying acoustic properties corresponding
to the input audio events into the learning process. As a con-
sequence, the classifier based on these features is expected
to be more robust to changes in room acoustics.

For this purpose, ideas from DANN are reused. DANNs
aim at removing the data shift observed in some target do-
main when compared to a source domain by an adversarial
interplay between as SEC and source/target domain binary
classifier. Note that for the target domain, typically no class
labels are available. The SEC and domain classifier operate
on the same learnable set of features. Features are learned
such that a) the SEC has the highest classification perfor-
mance on the source data for which labels are present and
b) the domain classifier classification performance is as bad
as possible, hence aiming to have one that fails to discrim-
inate based on the features from which domain (room) the
sound originated.

In the proposed RAANN, the discriminator is replaced
by a regression function, which, based on the features, es-
timates room metrics [in this work, this will be one of the
RT60, DRR, or CI over 25 ms (C25)]. While DANN is used
in a transfer learning setting, RAANN is not. The input to
the RAANN is a dataset where, for each sound example,
the class label and room acoustic metrics are known. Based
on this information, RAANN searches for a set of fea-
tures that optimize the SEC performance while minimizing
the predictive performance of the regression function that
estimates the room acoustic metrics. The latter indicates
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Fig. 1. RAANN learning methodology.

that room-specific information is removed from the fea-
tures (see Fig. 1). Unlike DANN, RAANN does not require
any target domain data. The RAANN block is realized as
a multilayer perceptron—based regression network. The re-
gression network accepts the flattened features from the
feature extractor block and has three hidden dense layers
of 512 neurons each. The output layers is comprised of a
single neuron with linear activation corresponding to the
estimated room acoustic metric.

Assume a dataset {(X;, y;, d;)}]_,, where X; € R s
a time-spectral representation of an audio fragment with
f the number of spectral components and ¢ the number of
time frames, y; € {0, 1}° is a one-hot encoded vector that
indicates the class label of the event where c is the number of
classes, and d € R™ has m as the number of room acoustic
metrics used in the RAANN. The room acoustic metrics (d)
are min-max normalized to a range of 0 to 1.

The three network parameters are optimized based on the
following objective:

1 n c
min  — Z ZYU log(Gy (G s (X))

G,Gy,Ga Il
FReRd Ry =

1 n m
)
i=1 j=1

|d;; — max (—d,r, min (1 +dir, Gy (Gf (Xi)))) l (3

where Gy, G,, and G are the feature extraction, the clas-
sifier, and regression models, respectively. The left term
corresponds to the classification loss (Ly) and the right
term corresponds to the regression loss (L,). Categorical
cross-entropy and mean absolute error (MAE) are used as
the classification task loss and regression loss, respectively.
MAE was selected because it reduces the impact of outlier
samples [33] (see Appendix A.1). The trade-off parame-
ter a balances the importance of both losses. The constant
parameter d;, is introduced to limit the estimated acoustic
parameter. Setting d;, to co disables the constraining. This
parameter enables to control the learning process by limit-
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ing the contribution of the outlier samples with large errors
(see Appendix A.4).

1.3 Evaluation Criteria

Typically, the performance of the audio event classifi-
cation system is measured in terms of accuracy, precision,
recall, and F1 score [34]. These metrics are derived from
the values of True Positives (TP), True Negatives (TN),
False Positives (FP), and False Negatives (FN) [see Eq.
(4)]. Precision gauges the accuracy of the positive predic-
tions, while recall assesses the model’s capacity to capture
all pertinent instances of the positive class. F1 score amal-
gamates precision and recall into a singular score, offering
a well-balanced assessment of a model’s overall perfor-
mance. An elevated F1 score signifies a model excelling
in both precision and recall, providing a balance between
accurately identifying positive instances and minimizing
false predictions.

_ TPLTN
Accuracy = mprNFpIEN
_ TP
Pr = 755p @)
Re = L2 _
= TP+FN
_ 2 PrRe
Fl — Pr+Re "

However, in case of multiclass classification, the weighted
average F1 score [35] is a performance metric com-
monly employed, especially when dealing with imbalanced
datasets. Unlike traditional F; score computation, which
treats each class equally during averaging, the weighted
Fl(w) score considers the varying class sizes by assigning
weights w; based on the number of instances for each class
[see Eq. (5)]. This approach computes F1 score for each
label and returns the average, considering the proportion
for each label in the dataset.

F =" wi(F), 5)
i=1
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where (F); represents the F; score when class i is put
against a single group composed out of all other classes and
w; is the proportion of examples for class i in the dataset.

2 EXPERIMENTS AND RESULTS

2.1 Original Dataset

The audio events used for this study were taken from the
Real World Computing Partnership (RWCP) dataset [36].
The dataset contains nonspeech sounds recorded in an ane-
choic room. The anechoic nature of the audio events makes
them ideal for simulating different acoustical conditions on
the recordings. From RWCP dataset, 80 events from each
of the 50 preselected sound event classes were used. Sound
event classes were selected as in [37]. Each sound event
was recorded at a sampling frequency of 16 kHz, and the
event length was 1 s. This dataset is named as the original
(ORIG) dataset because it contains unmodified events from
the RWCP dataset. Hence, the ORIG dataset contains the
data from anechoic conditions. Subsequently, the original
data was augmented to create multiple modified versions
by convolving it with a wide range of RIRs that span the
desired ranges of the room acoustics.

Different sources of RIRs were used in the augmentation
process, and they are described below.

2.1.1 Python RIR-Simulated RIRs

These RIRs are simulated using the Python RIR [38]
generator utility. This is a Python-based [39] RIR generator
package, which generates RIRs for a specified set of config-
uration parameters based on the image source method [40].
The key configuration parameters that can be modified in
Python RIR are room dimension, sound source position,
receiver position, and target RT60 values. The receiver po-
sition was fixed at (5, 5, 2) in aroom with length, width, and
height as (8, 8, 4) m, respectively. The source position was
sampled within the room randomly to obtain the RIRs with
target acoustic metrics. The package uses the image-source
method for RIR generation. The maximum possible order
was used to achieve the desired RT60 value specified in the
input configuration parameters. The receiver is assumed to
be omnidirectional, and the surfaces are uniformly sampled
as per the Sabine-Franklin’s formula. The reflection coef-
ficients of the surrounding walls are applied broadband. A
total of 40,000 RIRs were generated in total, covering dif-
ferent combinations of the above parameters to get a wide
variety of RIRs.

2.1.2 Echo Thief RIRs

Echo Thief (ET) [41] is a collection of RIRs mea-
sured in real-world conditions. This is a library of RIRs of
unique spaces from around North America including caves,
skateparks, stairwells, underpasses, glaciers, fortresses, and
more. Unlike the simulated ones, these RIRs include the ef-
fect of real acoustic spaces with different materials and
interiors, which brings in more diversity in the data. A total
of 74 RIRs were collected.
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Table 1. Dataset to DRR mapping in ET RIR dataset.

Dataset Name  DRR (dB) [Min to Max)  Number of RIRs
ET_.0 [—5,14) 30
ET_1 [—15, =5) 44

2.2 Generated Datasets

The authors’ objective is to evaluate the robustness of the
RAANN method when it is used in acoustic conditions that
are more challenging compared with those from the training
set. For this purpose, four training and test set combinations
were generated in which the test set always contains more
challenging conditions compared with the training set.

Firstly, the ET set of RIRs was splitin two parts as is given
in Table 1: the subset ET_0, which has RIRs that have DRR
values in the interval [—5, 14), and subset ET_1, which has
more challenging DRR values in the interval [—15, —5).
The split could have been on any of the three room acoustic
metrics. In preliminary experiments (given in Appendix
A.2), it was seen that RT60, DRR, and C25 all correlated
well with the classifier classification performance.

Secondly, the data in ORIG was split in four folds where
in each fold, the number of examples per event class is bal-
anced. In this way, four different partitions of training (that
has three folds) and test (the remaining fold) are created.

Thirdly, to mimic different recording conditions, each
clean event is replaced by a version of the event itself con-
volved with an RIR that a) for training, is sampled from the
Python RIR-simulated RIRs (SIM) and ET_O sets, and b)
for testing, is sampled from the ET_0 and ET_1 sets. As a
result, four combinations of training and test are generated.

Note that events present in the training set will not be
present in the test set. However, the acoustic conditions rep-
resented in ET_O are available both in the training and test
set. The acoustic conditions from ET_I are only available
in the test set (and, hence, were not seen during training). In
Fig. 2, two scatter plots indicate which acoustic conditions
are available in the test set. The first scatter plot shows the
DRR value in function of RT60 for each RIR. The second
scatter plot gives the C25 in function of RT60. The points in
orange asterisks represent the conditions that are available
in both training and testing from the ET RIRs. The blue
triangle points represent the conditions only present during
testing. The dots in green represent the conditions from the
simulated RIRs that were part of the training set. The over-
lap between the metrics of real RIRs and simulated RIRs
is limited by the simulation setup that was used to generate
the RIRs.

2.3 Input Representation

The input representation used is a log mel-spectrogram
[31]. Time domain audio signals are transformed to the
frequency domain using the short-time Fourier transform.
Subsequently, it is converted by several mel filter banks to
a lower dimensional mel representation. Mel is a percep-
tual scale for the audio frequencies. Mel spectral features
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Fig. 2. Room acoustic metric distribution of conditions used in
ET and SIM datasets: RT60 vs. DRR (a) and RT60 vs. C25 (b).

are a popular choice for input representation in DL-based
acoustic event detection [42].

Conversion from time domain audio signal to mel-
spectrogram was done using the mel-spectrogram function
in librosa [43]. Mel-spectrogram is converted to the log
domain using the power_to_db function. Fmin, the low-
est frequency to be considered to derive the mel spectral
bins, was set to 50 Hz to avoid very low frequency bias due
to the ambient noise in the audio files. Short-time Fourier
transform window length was set to 512 samples (32 ms)
with a hop length of 160 samples (10 ms). The number of
mel-spectrogram bins was set to 64. This implies that every
10 ms of raw audio samples, a mel-spectrogram of length
64 is generated. Each raw audio event is converted to a
mel-spectrogram of size 100 x 64, where 100 represents
the number of time frames (of 10 ms) and 64 corresponds
to the number of mel frequency bins. Fig. 3 shows an audio
event and the log mel-spectrograms of the original event
and its filtered version.

2.4 SEC Processing Pipeline

The model architecture employed in this study is outlined
in Fig. 4. From the log mel-spectrogram, a feature extrac-
tor, based on a pretrained Convolutional Neural Network
(CNN), calculates meaningful feature maps. These feature
maps are then input into the classifier block, implemented
using a set of fully connected layers and a softmax layer, to
make the output label predictions.
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Fig. 4. CNN-based SEC model.

The core of this model is a VGGish [44] CNN feature
extractor model for sound event detection. VGGish is used
as a feature extractor, which extracts semantically mean-
ingful 128-dimensional embeddings. The VGGish network
is pretrained on the YouTube audio dataset [45]. This is fed
to a classification network comprised of two dense layers
with 512 neurons. Finally, an output dense layer with 50
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neurons, one for each class, with SoftMax [46] activation
gives the output of the classification task. This model will
be referred to as the baseline model in the remainder of the
work.

2.5 Model Training

The VGGish feature extractor is finetuned in the training
process. The SEC model is trained with an Adam opti-
mizer, with an initial learning rate of le — 2. The training
is done on mini batches of size 64. The model is trained
for 50 epochs with categorical cross entropy as the loss
function and Adam as the optimizer. The training and ex-
perimentation are done on a server with AMD EPYC 7402P
processor and NVIDIA GeForce RTX 2080 Ti GPUs. The
models were implemented in Python3 using the TensorFlow
v2 Keras DL framework [47].

2.6 Baseline Model Results

Using the four training and test set combinations (as
described in SEC. 2.2), a baseline model architecture (as
described in SEC. 2.4) was four times trained in a traditional
way (as described in SEC. 2.5) and tested. In Fig. 5, the
average performance of the models on the independent test
set was visualized across DRR bins. The complexity of
the acoustic environment increases as one moves from left
to right on the DRR bin axis. The results suggest that a
more complex acoustic environment makes it harder for the
classifier to perform classification. Considering the model
performance across DRR bins, the weighted F1 score stays
closer to the 99% mark until the DRR values of —5 dB. This
is expected because these conditions were also seen during
training. After this, a decline in performance is observed.
Overall, there is a decrease in F1 score of about 4 percentage
points moving from the highest DRR condition to the lowest
DRR condition.
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2.7 RAANN

In this paper, the authors aim to bridge the gap in perfor-
mance when using the model in conditions that are different
(more challenging) from those used in training. For this pur-
pose, they use the proposed RAANN training that exploits
knowledge of the acoustic environment that generated the
training data during training.

The RAANN model training (see SEC. 1.2) can be done
with an acoustic parameter of choice that can be derived
from the available data. In this work, the model training
was explored with RT60, DRR, and C25 parameters. In
Fig. 6, average classifier performance across the four train-
ing and test set combinations is given for the baseline and
the three RAANN alternatives. Although the performance
gain compared with the baseline was observed with all the
three room acoustic metrics, C25-based RAANN provided
the maximum improvement. The C25 was chosen instead
of C50 and C80 because C25 provided better results empir-
ically. In Fig. 7, the RAANN C25 alternative is compared
with the baseline by showing the box plot representations
of the classifier performance across different runs.

RAANN aims to generalize the features and make it
more invariant to changes in the underlying acoustic condi-
tions. At milder acoustic conditions represented by values
of DRR more than 0 dB, the weighted F1 score is closer
to the baseline performance. But as the DRR decreases and
the complexity of the acoustics increases, it can be seen
that the proposed model outperforms the baseline and the
decline in the performance is lower. The weighted F1 score
improved by 1.54 percentage points for the last bin cor-
responding to DRR values between —12 and —15 dB. It is
also observed that in this most challenging condition, the
standard deviation for RAANN is much less (1.07 percent-
age points) compared with the baseline (1.74 percentage
points).

In RAANN, it is proposed to create an internal fea-
ture representation that makes it difficult to estimate the
room acoustic metrics of the room in which the sound was
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tribution, the median is indicated by the middle dash, and the
range (minimum and maximum) is indicated by the bottom and
top dashes, respectively.

recorded. Instead of estimating room acoustic metric val-
ues, all different rooms can get assigned a room code. In this
case, the room acoustic metric estimator can be replaced by
a classifier that, based on the internal representation tries
to classify the room code. In Appendix A.3, RAANN was
found to outperform the latter approach.

2.8 Domain Adaptation Post RAANN

Domain adaptation is the procedure of modifying a pre-
dictive model, initially trained on a source domain, so that
it can effectively function in a target domain despite po-
tential disparities in data distribution between the two do-
mains. In this section, RAANN is compared with a domain
adaptation scheme. The domain adaptation is realized us-
ing DANN training with ET_1 as the target domain and
unlabeled input samples from the target domain are used
during training. The labelled source domain dataset used is
the same as the one used for training the RAANN. Hence,
when DANN is applied, knowledge about the most chal-
lenging room acoustic in ET_1 is available, whereas it was
not available during RAANN training.

DANN training was performed with and without
RAANN training as a pretraining step, and the results are
compared in Fig. 8. The performance gain when DANN is
applied after the RAANN training is very marginal com-
pared with the gain with domain adaptation without the
RAANN pretraining. This is expected because the RAANN
pretrained model is already trained to be less dependent on
the acoustic conditions and, hence, the impact of the domain
adaptation is almost negligible. This observation strength-
ens the case as how the RAANN can be used to achieve
generalization of the model.
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3 CONCLUSION

The presence of reverberation and filtering effects due to
the room acoustics give a signature modification to the char-
acteristics of the recorded sound. The nature and amount
of distortion introduced depend on the parameters of the
room like dimensions, construction materials, and interi-
ors as well as the distance of the source from the receiver.
These effects cause significant challenges for the problem
of SEC. The authors demonstrated the effects of the RIRs
on an audio event classification scenario.

In this work, RAANN is proposed, wherein the knowl-
edge of the room acoustics is utilized to improve the gen-
eralization of the feature extractor across different acoustic
conditions. When RAANN was applied to more challenging
acoustic conditions compared with those used in training,
the overall weighted F1 score improved by 1.54 percentage
points, and standard deviation reduced by 0.67 percentage
points compared with the baseline.
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A.1 RAANN WITH DIFFERENT LOSS FUNCTIONS
FOR ACOUSTIC ESTIMATOR

The estimation of room acoustic metrics is realized as a
regression problem. In this context, a range of loss functions
are possible to guide the model training. Mean square error
and MAE are compared in Fig. 9. MAE gives equal weight
to all errors, regardless of their magnitude, and, hence,
it reduces the impact of outlier samples. With MAE, the
model performs better.

A.2 ACOUSTIC METRIC COMPARISON FOR
CLASSIFICATION COMPLEXITY

To understand the relation between an acoustic metric
and the complexity of the classification task, the authors
created ten datasets (derived from the ORIG dataset) for
each of the acoustic metrics, namely RT60, DRR, and
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Fig. 9. RAANN performance with different loss functions for
room acoustic metric estimator, across various DRR conditions
on the ET test dataset.

C25, and the datasets are numbered and ordered accord-
ing to increasing complexity of the acoustic condition. The
40,000 SIM RIRs are ordered according to their increas-
ing complexity based on the metric. Ten groups of RIRs
are formed from the ordered RIRs, where the first group
has the lowest 4,000 RIRs, the second group has the next
4,000 RIRs, and so on. This grouping ensured that each
group contains an equal number of RIRs contributing to the
diversity of RIRs in a given value range of an acoustical
metric.

The ten datasets for each of the acoustical metrics are
derived by convolving the ORIG dataset with the pre-
viously created RIR groups. Acoustic condition specific
models are trained with each one of the ten datasets.
Fig. 10 shows the performance of these models on the
test set of the ten datasets for all the three acoustic met-
rics. The models corresponding to the lower complex-
ity of the RIR have a sharp drop in performance as the
complexity increases. The models corresponding to the
higher-complexity RIRs tend to perform better across con-
ditions. This observation is very similar in RT60, DRR,
and C25.

A.3 ACOUSTIC ESTIMATOR AS A MULTI-DOMAIN
CLASSIFIER

By realizing the acoustic estimator as a multi-domain
classifier, the authors assign a fixed output class to an input
sample depending on the dataset where it belongs. Thus,
the acoustic estimator becomes a classifier, and the task
becomes like a domain classification task. The performance
of this model in comparison with RAANN is shown in
Fig. 11. This experiment reveals the advantage of RAANN
and how the estimation of the acoustic metric facilitates the
model to adapt across a wide range of conditions, unlike
the multi-domain classifier implementation.
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A.4 CONSTRAINING THE ACOUSTIC METRIC
ESTIMATION IN RAANN

The values of the target acoustic metric iS min-max nor-
malized to values between 0 and 1. The upper and lower
limits represent the maximum and the minimum values of
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Fig. 11. Performance of room acoustic metric estimator in
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ditions on the ET test dataset.

the acoustic metric in the datasets. The constraining is ap-
plied on the target metric and the estimated value of the
acoustic metric is capped within the ( — d,,, 1 + d;,) where
d,- 1s a positive value. Lower value of d,, implies a higher
effect of constraining. The constraining reduces the contri-
bution of the a sample to the gradient which has very high
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error. Hence, the effect of the outlier samples are reduced
and increases the contribution of the nominal samples in
model training. Empirically, a value of 0.3 for d;. in Eq.
(3) achieved higher improvements compared to the model
without constraining (see Fig. 12).
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